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Abstract— The objective of this research is to develop atemplates, each of which contains a matching detserthat
supervised machine learning hand-gesturing model taloes not allow full encoding of all needed inforimatto

recognize Arabic Sign Language (ArSL), using tWiseEs:
Microsoft's Kinect with a Leap Motion Controller.h&
proposed model relies on the concept of supenlestiing
to predict a hand pose from two depth images ariidetea
classifier algorithm to dynamically transform gestu
interactions based on 3D positions of a hand-jaiinéction
into their corresponding letters whereby live gesiy can
be then compared and letters displayed in real time

This research is motivated by the need to incretse
opportunity for the Arabic hearing-impaired
communicate with ease using ArSL and is the fitsp s

towards building a full communication system fore th

Arabic hearing impaired that can improve the inteation
of detected letters using fewer calculations.

To evaluate the model, participants were askedestuge
the 28 letters of the Arabic alphabet multiple tingach to
create an ArSL letter data set of gestures builthgydepth
images retrieved by these devices. Then, partitipamere
later asked to gesture letters to validate the siféer
algorithm developed. The results indicated thahgdboth
devices for the ArSL model were essential in dieigetind
recognizing 22 of the 28 Arabic alphabet corrediip %.
Keywords— Hand gesture recognition, Arabic Sign
Language, Kinect version 2, Leap Motion Controller,
skeleton

. INTRODUCTION

One of the current research areas in the fieldoofiputer
vision is automatic hand-gesture recognition, eigtigcin

domains that serve hearing-impaired or deaf indiaisl
Hand gestures use the palms, finger positionsshages to
create forms referring to different letters and gsles.
Traditional vision-based methods that estimate haosks
lack robust image detection because they explaiéersain
global-image feature like the contour or silhouettich

rely totally on input that could be imperfect amd basically

2D renderings of 3D hand poses [1]. These tradition

methods rely on template matching, where the harse jis
obtained by the nearest-neighbor search in a \etstof
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to

extract complete pose parameters [2-4].
Current research tests different technologiesdhatbe used
to detect and interpret hand signs, such as trgckand
devices based on spatial-temporal features, harsihga
based color devices, and colored gloves or 3D hand-
reference models [5-7]. Many devices used for gestu
recognition map the user’s body or hand gesturepéaific
features such as the whole hand, finger positiorgtocity.
It seems that most research focuses on exploitieget
devices, but they rarely investigate their combined
capabilities [8]. Microsoft Kinect and LMC, for exwgle, are
two of the latest devices used to create natueal ingerfaces
(NUIs), which enhance communication between the aisé
the devices, relying on hand and body gestures and
movements [8-9].
Microsoft Kinect relies on depth technology, whialows
users to deal with any system via a Web cameraigivan
NUI in which the user uses hand gestures or verbal
commands to recognize objects without the needucht the
controller [9]. In 2013, LMC released a device thatiser
can use to interact with objects on screens thrauayhd
gestures. This device is a combination of hardwand
software that tracks the movement of hands andc:fsgnd
then converts them into a 3D input [11-12].
This research follows the concept of supervisedhlag to
predict the hand pose from two depth images anihelef
classifier that relies on hand-joint direction. dddition, it
investigates how exploiting both Kinect's and LMC's
skeleton detection is useful in the recognitiongestures
used for Arabic Sign Language (ArSL) and whethegirth
detection can improve letter interpretation withwée
calculations. We used 3D positions of one handigtgoand
presented it as a 3D model. The proposed modelréala
time recognition model for any letter, and it ie tfirst step
toward building a full communication system for tiearing
impaired.

II.  LITERATURE REVIEW
Hand detection and recognition are the main comoatioin
phases between humans and computers. In the hand-
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detection phase, some researchers rely on a haedéatic
model and use it to mold the hand’'s shape as &tskebr
3D hand shape [13]. The hand recognition or classibn
phase must actually pass through two steps: (aj-femtiure
extraction, which uses many parameters to detech#émd-
shape details by relying on the application type goal, and
(b) the gesture classification or recognition psscewhich
translates the sign [14]. The algorithms and catowh
methods used in these steps will vary dependingtwether
the gesture is static or dynamic [13-14].

The recent trend in pose estimation seems momesffiand
robust compared to those that rely on global-infag¢ures
because it fuses individual estimations obtainedniany

two letters with movement and that the decisiore tre
employed should not be fixed [23].

A limited amount of research has been conducted thee
last 5 years within the Arab world regarding thestgee
recognition of ArSL. Nevertheless, a few exhaustive
researches have been conducted to enhance acfudjnidon
system that can be employed as a means of comntionica
for the hearing impaired [24]. Each research ugdattused

on one part of gesture recognition: alphabet kettisolated
words, or continuous phrases [24].

As for letter recognition, El-Bendary, Zawbaa, Ddoella
Hassanien, and Nakamatsu [25] at 2010, developed an
Arabic-alphabet sign translator capable of ideirtdy 30

weak pose estimators that gather a subset of tlse pocharacters in Arabic alphabet, with an accuracyupfto

parameters based on part of the input [15-16] ¢construct
the complete pose. This recent trend has been ingpieed
in many projects in various fields including thaséated to
sign-language recognition. Many projects have gitethto

91.3%. They employed rotation, scale, and tramsiati
features extracted from a video of signs, produa@ntgxt
representing the letter [25]. In addition, Hemayadd
Hassanien at 2010 presented a model that convArsd

enhance the communication process with the hearingigns to voice [26]. As well as, an LMC device was

impaired; some examples include Web sites,

mobiléntroduced to implement a system for Arabic-alphadign

application or desk top like SignSpeak, the ClassAc recognition [27]. Only one signer was responsibte f

Tawasoul (Connect) and Maktabi (my office) applmat
[17-20].

making 28 Arabic-alphabet signs, which was repedted
times for a total of 2,800 frames of data but they

All such projects are used to translate and improveecommended two devices for more accuracy [27].

communication between the signer and hearing coriti@sin
through vision-based sign-language interpretatiowideo-
tracker technology. However, because of the lackaof
standard dictionary (and even before an establidigd
language), home signs have been used by hearirgjrdp

communities as means of communication with eacleroth forward

[20]. These home signs were not part of a unifeethluage
but were still used as familiar motions and expogss
employed within families or regions [20-21].

In 2014, a technique was introduced to predictaBeoint
positions from the depth images and the parsed pand
[22]. Consequently, they enhanced the

[28-29], Regarding isolated word recognition, [28]
Shanableh and Assaleh (2007) presented variougaphs

to recognize isolated ArSL gestures. Different
spatiotemporal feature-extraction techniques weesl with
temporal features of a video-based gesture exttabteugh
image predictions. The k-nearest-neighbors
algorithm (KNN) and the Bayesian classifier bothuised,
and the results showed higher classification perémrces,
ranging from 97% to 100% recognition rates [28].

[30-32] for continuous phrase recognition, [30] &lsh at
2010, used a system based on spatiotemporal feadinc

multimodaHMM models, and the result was a 94% average ofiwor

predictions produced by the previous regressioedas recognition rate. However, recognized phrases wet

method without making the calculations more congtéd
[22]. The prediction accuracy was significantly moped by

always grammatically functional were sometimes

incoherent linguistically [30].

or

the proposed method compared to other experiméwats t Indeed, to produce powerful recognition systemg the

employed the joint locations from the depth imaf@®).
Since they presented a method that works on sidegfth

close to real-life accuracy for ArSL, researcheeech to
improve the accuracy of error detection and coiwacfor

images (static), they planned to analyze the dymamitwo-way communication translation. When the sizethaf

constraints of the joint positions and track thendipint
positions in the successive input images [22].

In Japan’s Nara Women'’s University, researcherpgsed a
finger-spelling recognition method using LMC to pide an
alternative method of voice input for the hearingpaired
[23]. Different experiments were conducted to aptig
genetic algorithm [23]. A quasi-optimal solution thvia
recognition rate of 82.71% was obtained, and tleeefthe
researchers recommended including the finger sgeltif
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vocabulary is large, the difficulty of obtainingramg

accuracy within the recognition system increases, the
system becomes more relevant [21]. The importamt pod
real-life applications is to get better recognitiaocuracy

with shorter processing times.

.  RESEARCH OBJECTIVES
The recognition of ArSL poses some problems as waith

sign languages due to the fact that the letter&r&L are
signed using gestures that are not always detezdsiy.
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Sometimes there are difficulties with reading haratts,
such as the joints, the palm, the fingertip, efig.“1”. In
such cases, predicting the meaning of a sign fisalif

RN

Fig.1: Some ArSL issues.

Some new sensor devices, such as LMC and Kinete ha

some limitations that require further developmedsing
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Fig. 3: Hand skeleton points that LMC retrieves

LMC has an interactive box that is a cube insidenarrse

both devices may provide more details and enhamge a pyramid “fig. 4” that defines a rectilinear areaeitilinear”

hand gesture recognition system, especially if nu@eces
are placed in different settings [21].

To build a translator system using several sens@s)eed a
compatible algorithm for keeping track of all highecision
parts. Therefore, the main objective of this reseds to
develop a supervised machine learning hand-gegtorodel

to recognize ArSL using Kinect with LMC. This paper
describes the first step (phase) the researchdrtakeswhen
constructing a Sign Language interpreter systenchwinses

a novel approach by combining Kinect V2 with LMC to
assess the accuracy of ArSL classifications.

IV.  KINECT AND LMC

Microsoft's Kinect Version 2.0, was used to trat¢ansling
skeleton with high-depth fidelity. It has an RGBneaa,
voice recognition capability, face-tracking capiie$, and
access to the raw sensor records [33] and [34].

The infrared (IR) emitter and IR depth sensor wodether
with the PrimeSense Chip. Through this chip, Kine&s a
wider sensing range and tracks 24 joint points. “#g[35-
36].

12 13

right  right
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20 right foor 24

Fig. 2. 24 joint points that Kinect detect 1

LMC Version 2.0 was used to provide a skeletal kiragy
model that offers information about hands, fingarsd
overall hand tracking data even if the hands coass each
other “fig.3". LMC uses a right-handed Cartesiaorcinate
system, and its application programming interfag®l}
measures different physical quantities’ units, suah
measuring distance using millimeters, time
microseconds, and an angle using radians [37].
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using

means related to a straight line; it may refer tecilinear
grid, a tessellation of the Euclidean plane) wittiie LMC
field of view “fig. 4”. The size of this box is datmined by
the LMC field of view and the user's setting in the
application. When the device is placed on any table
horizontally, the original point in the plane (@p,is the
center of the LMC, so it can detect any user’s hamalve it
[34]. However, many researchers, such as in owe, catate
the LMC so that a user’s hand gesture becomes natoeal;
instead of a hand hovering over the device, it siamply
gesture normally in front of it. Thus, the user mally
stands and makes sign language gestures.

Fig. 4. Rotate the view field (horizontal to veatic
plane.
Like Kinect, LMC has an open-source library (SDKahe
Version2). This library provides APIs that retrieweany
details about the hand, such as the direction lamdhtlex of
each finger or each bone in the finger.
V. THE PROPOSED MODEL
The proposed model of this research is to detect an
recognize the hand gestures of ArSL letters udipgrvised
learning and natural user interface libraries wtite Kinect
SDK Version 2 and LMC Kit as follows:
1.1. The devices calibration (joints):
Kinect and LMC give the same type of data that wed
(depth of object) based on a skeleton algorithnusTkwve get
data about several objects (user hand and bod¥) higth
accuracy. Initially, the two devices are placedtia same
direction with 30 centimeters between them “fig. 5”

r{\ :\ L i
[hew
| -1 %s

Fig. 5. The tow device’s initial place.
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Kinect tracks the joints of the user’s body, whiMC tracks
the hand details of the same user. In this expatimee
used Microsoft Visual Studio with C# and SDK Vers® of

1.2. The testing environment
The data collection was done in a room with whigetl The
four participants (two males and two females) thae

Kinect and LMC using a Windows Media3D namespace tdetween fifteen to forty years to capture differeand sizes,
present a 3D model of a hand that provided 3D ®bjecstyles, speeds, and hand orientations for eachirgesthey

transformation, such as rotation and zooming.
Calibration, between two devices in our researckams
drawing one skeleton from the details retrievednfrtwo
devices. The skeleton drawing is actually lineswieen
joints using a vector class. We converted the lefigt each
vector from meters, used by Kinect, to millimetarsed by
Leap, to have standard length units in millimet&fss class
exists in the leap SDK and vector3D class thattearishe
.Net C# library. Moreover, the skeleton part that need is
just the upper part of the user’s body (head, nskplder,
arm, spin, and hand with fingers). The vector stracture
that represents a three-component mathematicabrvect
point, such as a direction or position in a 3D spd€g. 6
shows the vector3D with drawing the complete skeleif
the user.

) SHOULDER CENTER
SHOULDER RUGHT

SHOULDER_LEFT ~ HEWRLST LEFT

ELBOW LEFT ML

Fig. 6:Defined vectors in the two devices with sta
appear on user.

We stored the hand information in an XML file iredieof
using tables in the relational database “fig.9".

Fig. 7 presents the first perspective structuredkplains the
main concept of hand detection and recognition Ao8L

letters using Kinect and LMC.

Hand(i) i=0 or 1

Input sig}\al:
depth and RGB
information /'/ Lol
/ ¢
L

\ Hand segmentation
\ fingers detection
. _using SDK -

NG

v ~\ Compare bones (i)
/ " \\ Direction I=0to 3

\ In put signal: // % \\
\depth (distance) [ — \
A

Hand gesture recagnition}
using
\supervised techniq&e/
i =

Fig. 7. The general process of the experiment level
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were not deaf; rather, they were able to mimic gjigstures.
Each participant stood in a position from 1 to Zereaway
from the front of the Kinect device, and 30 to 58 away
from the front of the LMC.

Kinect and LMC were mounted on a table 70 cm frown t
floor. The two devices were placed on the samezbotal

surface and 50 cm apart. The background behind each

participant was different because it was captunedifferent
places. Fig. 8 presents two users in the testimgyamment
with the main interface of the application that tuailt to
apply our methodology.

Fig. 8. Experimental environment with non-deaf ggpants
with the main window interface.

The capturing procedure used Microsoft Kinect aMiCLas
an input device, and all of the signals that the@ Blievice
captured were activated, but only the depth andrdochmes
were activated in Kinect. Then, all of the usersengsked to
gesture all letters continuously by making the “heesture
and then click on the “select” button for eachdett

For letters with more than one movement, the psads
recording used then the comparison made on frawlese
each frame represents one sign.

An evaluation button is used to export any livenstg a
Microsoft Excel sheet with all of the calculatiobstween
this unknown gesture and all stored gestures fssdying
the gesture and checking if it is a match with amisting
gesture.

1.3. Data set collection

To evaluate the calculation process, we collected
experimental dataset with all 28 ArSL letters. Eadtthe
four participants performed each letter at leasi times.
Thus, there were 28 x 4 x 2 = 224 signs for atbtst The
average for one user was 28 gestures in 20 minutes.
The depth data hand gesture dataset collectetidsetcases
using LMC and Kinect consisted of 3D coordinateuesl
(x,y,z) and an RGB image. Bone direction was thénma
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feature, which was used to compare the hand gestihe
four other features were used to draw each bomgeffias a
3D model: the fingertip, the bone center point,itbae from
point, and the bone to point.

The first value (point A in the live gesture) regeats the
first bone in the thumb: Point (A) (x1, y1, z1) £718, 0.44,
1.95). If we need to compare it with the same bionthe
first stored sign, which is (x2, y2, z2) = ( 0.9266, 1.51),

We attempted to find out how LMC and Microsoft Kihe we have to apply the difference between each vaki& the

would recognize and translate ArSL from the depthges
of the sensor to ordinary speech or text.

following equation:
X=ABS(180 * x1 /360-180*x2/360) = 49.59

Fig. 9 shows the features of the first bone intthemb; it is

an XML file that is a snapshot of the sample of dag¢aset

for the letter . We attempted to find out how LMC and

Microsoft Kinect would recognize and translate Arsam

the depth images of the sensor to ordinary speetgxb

The data file contains many tags that describéetier, such

as:

» Sign name: the name of the gesture that the usersen
the class name field

» Hand: contains a tag for recognizing the left ayhti
hand, palm position, palm direction, and wrist poin
finger. These are the values with respect to the and z
axes that were obtained from LMC.

» Fingers: the finger index, the (x,y,z) coordinatasd
distance of the fingertip

» Bones: the bone index, direction, center point, frach
point and to point with respect to the (x,y,z) cipates
and distance

3E Sign et
e

Y =ABS(180 * y1 /360-180*y2/360) = 12.56
Z =ABS(180 * z1 /360-180*22/360) = 25.

']‘Z+
-« -
-«

Details of bone A:

101.9865 degree

Y= 0.44 radian = 25.21014 degree
Z=1.95 radian = 111.7268 degree

Angle Y= 0.44 radian =
2521014

point(A) to the original
point.

Fig. 10:Clarify skeleton on device

Thus, the result shows the value more than theshbitd, so
the live gesture did not match the first storedugaKeep in
the mind that the comparison was between the sades iof
the hand, finger, and bone.

1.4. Training phase

Using the distance or depth value for each handetie
point stored in an XML file, each bone direction am
unknown live gesture was compared with the samee bon
index in the stored signs. If more than one gestiaree an
accepted value, we would calculate the averagehef t
comparison bones and then accept the minimum one.
“Fig. 11” shows a snapshot from the training phfmsethe
gesture of the letter &', pronounced “ba”. The first
participant clicked on the “new” button using a rseuand
then the participant made the gesture of the latidrclicked
“select” to fix the gesture; next, the participaciicked
“save” to store it. The participant repeated thmesgrocess
for all letters, and so on for all participantseTsting phase
“detection” had enough information to classify ecegnize
can determine a threshold that is useful for retudhe (he gesture as in “fig. 12”. The information abgetstures
computation in the search process, as it beconepdimt  5pnears under the left-hand model, where the sigrid, for
separating the accepted from the rejected values. Fexample: t-userl-2” means that the gesture is:,™
instance, if the value is under the threshold value gesture pronounced “ta.” It matched the stored one made by
is accepted; otherwise, the gesture is rejected does participant number 1 in his second attempt “1-20 |

research was from 15 degrees because when thelda sl 50yt the response time in milliseconds.

more than this value, the sign will be different.
For each joint point, we drew a line between each
corresponding point (vector). Each vector has a
corresponding direction and an angle, and eacheangbk

measured based on the corresponding x, y , z anese

angles are the main factor for a comparison between
gestures. To clarify the calculation process, thioding ‘ = ‘
example presents a certain value for a live gestonepared (dh
with a stored one “Fig. 10”. ‘

nly="true" Bat HandsireSane="false">

7="0.49350377917289724" D stanca="45.551311492913922" />

7="1, 262020923055 1855" Distance="34, 5

"1 B252179622650145" />

=", 2311490347354

Fig. 9:Gesture dataset XML file.
The threshold value is a point or value that thstige
accuracy can affect. Through experimentation, rebess

e L

Fig. 11:A snapshot from the training phase.
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Fig. 12. A snapshot from the classification phase.

Table | presents samples of the same letters and “ z
signed by four participants. In the training phase

Z= Angle between the vector of point(i) around
axis
3- IsSimilar (Local Info Valuel(x,y,z), Local Inf
Value2(x,y,z), Threshold) \\ If (Same hand indexd 3
same finger index)
Loop all points to check the difference betwe
value 1 and value 2;
If point value < threshole® matched

Else not matched and exist
Calculate the AVR for (X, Y, 2).
Calculate the average of all points (all hand/ €in
joints).
4- If the result contains more than one hand, then
select the hand with minimum AVR.

&)

AN

en

g

repeated some gestures more than one time becanme s For example, the measurement of the similarity bBone

participants felt tired and the device became timov g0

detect due to heating.

TABLE I. SAMPLE OF “ &” AND* "

BY THREEPARTICIPANTS

Gesture of Gesture of
sigh« sighg

LETTERSSGNED

Ny
~ %

<
Bl

c1asn |z1esn | 498N

1.5. The algorithm of gesture classification

The bone direction was used to detect the gesteamnimg
using a skeletal algorithm that the two deviceguiea To
check the similarity of the letters, the comparisstep
between each of the two bones that had the sane iind
both hands is the core of our algorithm. The atbariwith

four steps of the proposed model is:

1-Initializing values:

Threshold= threshold numbers (angle);

List [Sign details] = XML file.

Local Info= Coordinates value (X,Y,Z2)

Threshold)
Get RGB from Kinect; then, draw a hand by vect
between each joint, line (from previous joint toxn
joint), and points based on LMC coordinates
Calculate the direction value for each bone (perwi
joint, next joint)

Get angles:
X= Angle between the vector of point(i) around
axis

Y= Angle between the vector of point(i) around
axis

2-

IsSimilar (Local Info Valuel, Local Info Value2

1%

[=]
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ors

direction between the unknown gesture skeletontp@nd
one of the gestures in the dataset (e.g., signeofitimber 2).
The following example provides the calculation e
“Fig. 13" shows the values of each point in the dan
skeleton, and Table Il contains example of the pdint
values obtained by LMC for thumb and index wherehad
the same for each bone in the hand.

Fig. 13: Values of some hand skeleton point.

TABLE II. VALUESOBTAINEDBYLMC FOR
EACHBONEIN THEHAND
. Sign of
Unknown Sign number 2
Live Sign angle Stored Sign
angle values
values between :
. between point
point and one
. and one
coordinate .
(Radian) coordinate
(Radian)
Finger B
9 lon|xt|vi|zt|x2| v2| 22
name |
1 0- 1 1.7/04(19|09 |06 |15
thumb 8 4 5 2 6 1
5 0- 5 2110711914 |03 |19
thumb 9 2 0 6 6 1
3 0- 3 2210718231222
thumb 5 8 9 6 4 4
4 | l-index| O | 1.6/ 0.1 1§ 14 02 18
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. Sign of average matched with the same letter for parti¢igan his
Unknown Sign number 2 first attempt, so it will be the matched result.
. . Stored Sign Some of the results were incorrect, such as thosdhk
Live Sign angle I .
angle values letter “»” which the device cannot get correctly. It coulel b
valges SR, between point because many fingers need to cross over one anather
ST ar.1d one and one since it is the final letter in the alphabet, thartigipants
coord!nate coordinate could have been fatigued, or the device may haaé&Heup.
() (Radian) Even if the participant made the same sign geseveral
] B times, the devices were not able to capture itgngpso one
Finger onl X1l vrlz1| x2| Y2 | z2 extra camera (maybe another LMC) might have beedat
name e to capture the sign from a different angle. Lettaith
0 0 7 9 1 8 multiple frames need a special algorithm to takeage
5 | 1-ndex| 1 1 14103118 |11 110124 frames from each sign. Thus, comparing becomes more
3 2 5 5 0 0 efficient.
6 | Lindex| 2 | 14/ 0311914123123 In spite of these few cases, the recognition obther letters
5 6 1 4 3 v was correct 100%, especially for the letters thed klear
7 [Lindex| 3 | 14/ 04 |19 |17 |29 |17 | Shapes suchass e ¢ oo @, 0,d s oo
6 0 5 2 1 4

VI. DISCUSSION AND CONCLUSION
This research examined 224 matching cases of @&8detWe
found the class name (correct letter) with highuaacy for
more than 20 letters because the matched lettele wabs
less than 15 degrees over the threshold. Meanvihdegther
(I)etters’ values were not only more than the thriesbat also
very far away from the same letter because thecdevi

Thus, the same calculations will apply, and thevabtable
values become “Table IlI”. The last column in Tabldests
the matching of an unknown letter with the signtbé
number two, based on the threshold, where therdoame
values over 15, which means the unknown sign wds n

matched with the sign of the number two. Each rgitsses _ N .
obtained data from one direction. Some critical esas

a comparison process, which is: _ e _ . . .
included difficulty in counting the joints, or thgalm might

" Same Hgnd (Left-, Right)=2 . ... have been covered by the fingers. Thus, letterdh wit
e Same Finger with the same index and direction . . . .
. . i ) overlapping fingers or letters with multiple framesed

(0=Thumb, 1=index, 2=Middle, 3=Ring, 4=little)=5

S B ith th ind d directi more processing to be accurate.
ame Bone with the same index and direClionry, yone direction feature that was used in ouorihgn

(O=metacarpal, 1=PrOX|maI,. 2=Intermedlate’gave very high accuracy and did not care aboututiea’s
3=distal), where the thumb has just three bones-= 3 hand position. This means that if the participastod in a
_4 (4) =19 _ , _ position and made gestures, there was no neeceimeht
Thus, if the Igtter _rece|ved 19 yes s, that meatnw_as & jteration to stand in the same position. The hdadddt need
match; otherwise, it was not. If it was matchedhwitore to be in the same position, either. This was tnenen the

Lhan Ene S|?1n,;he sr'[]ored f5|?n W'tt' _t”he mwm::rage \_N'" dynamic classification of letters (once the handngfes, the
€ taken. The bar chart of *fig. 14" illustrates tomparison letter class changes directly). However, the litiota of

of each stored letter with lettees" pronounced “ta” bones. using both LMC and Kinect is that each depends pe o

It was mtigsure(j by counting the number of *yes” &l o ction For the accurate recognition of handtges in

matches *fig. 15”. o LMC, only one person should stay in the visible ggn

* “Yes”means all of the bone directions matched, and \yhich is only 57 degrees in front of the device &6dcm
“no” means none were a match. away from the device (users’ movement is restrjcted

* The y-axis is the number of “yes” and “no” matcies Using Kinect could possibly overcome a crucial feab
will be between 0 and 19). for Arab hearing-impaired people that manifestshia lack
* The x-axis is the sign of users for all storecsieti{ul-  of ArSL interpreters and the excessive variationAoSL
1-), meaning the first participant in the first atigfor  gjajects. Hearing-impaired people who use suchatfgs
letter ", (Kinect and Leap) as an interpreter could actuadlyoffered

his second attempt where the comparison count gaal ¢o

19. The line graph compares the average of lett&nwith
all of the stored letters, and it shows that theimum
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TABLE lll. VALUESAFTERAPPLYINGTHE CALCULATIONS
W Unknown Sign Sign of number 2 Less
. S Live Sign angle values betweer L Average than
Finger o . . Similarity percentage of
name point and on_e coordinate (value/360) similarity Thresh
(Radian) old (15)
X Y z X/360 Y/360 Z/360
1 O-thumb| 1 33.623 12.494 7.580 9.349 3.479 2.11% .97% Yes
2 O-thumb| 2 20.807 3.700 22.642 5.789 1.039 6.29% .37% Yes
3 O-thumb| 3 8.033 24.307 17.238 2.239 6.759 4.79% .59% Yes
4 l-index | O 3.023 7.658 7.740 0.84% 2.13% 2.15% 1%.7 | Yes
5 l-index | 1 3.272 62.643 63.421 0.91% 17.40%  17.629%1.98% Yes
6 l-index | 2 6.997 103.946  35.900 1.949 28.87%  9.97%13.60% Yes
7 l-index | 3 8.744 123.427) 11.890 2.439 34.29%  3.30%13.34% Yes
8 Mijgzlle 0 2.691 5.578 10.466 0.75% 1.55% 2.91% 1.73% Yes
9 Mii}lle 1 19.019 15.298 7.568 5.28% 4.25% 2.10% 3.889 Yes
10 Mij;zlle 2 21.267 9.027 2.349 5.91% 2.51% 0.65% 3.02% Yes
11 Mij;zlle 3 22.976 3.749 2.229 6.38% 1.04% 0.62% 2.68% Yes
12 3-Ring | O 2.376 3.366 13.235 0.66% 0.93% 3.68% 76%. Yes
13 3-Ring | 1 5.441 53.755 89.312 1.51% 14.93%  24.81%3.75% Yes
14 3-Ring | 2 15.621 91.278 | 82.127 |4.34% | 25.35% |22.81% | 17.50% | No
15 3-Ring | 3 19.905 110.122 | 61.538 | 5.53% | 30.59% | 17.09% | 17.74% | No
16 4-Little | O 1.180 1.591 15.439 0.33% 0.44% 4.29% 1.69% Yes
17 4-Little | 1 28.895 35.547 94.157 8.03% 9.87% B%1 | 14.69% Yes
18 4-Little | 2 46.680 69.417 | 85.296 | 12.97% | 19.28% | 23.69% | 18.65% | No
19 4-Little | 3 53.066 84.655 | 67.394 | 14.74% | 23.52% | 18.72% | 18.99% | No
| Ikl
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Fig. 14. Bar chart of evaluation of the” letter.
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